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- Mathematically speaking, we need operators
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• Either we use **nonlinear optimization schemes** or **generic networks**.
• We used **generic, random** morphologies $\rightarrow$ they are not constructed for a specific task.
• $\rightarrow$ this implies **multitasking**.
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Computational Power

- compliance is important
- The number of mass-spring systems should be high
- The diversity of mass-spring systems is important (i.e., different physical parameters)

Has to **integrate** information over time (fading memory)

Has to **separate** signals

**soft robots**
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- Nonlinear, static mapping could also be done by "kernel"
- Idea: body is a physical implementation of such a finite kernel
- E.g., recurrent network of nonlinear springs and masses

No theoretical proof anymore!
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Actually, I do like that!
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Another theory is needed!

Based on feedback linearization from control theory.
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Hauser et al.
"The role of feedback in morphological computation with compliant bodies" Biological Cybernetics, 2012
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\[
\begin{align*}
\sum_{z(t)} &= G(z(t), z(t)', \ldots, z(t)^{(n-1)}) + u(t) \\
\end{align*}
\]
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emulation
Learning Setup
Learning Setup

... computation we want to emulate (Black Box)
Learning Setup

computation we want to emulate (Black Box)
Learning Setup

A computation we want to emulate (Black Box)

Target output
Learning Setup
Learning Setup

collect all data points over time

target output
Learning Setup

- collect all data points over time
- noise

- target output
Learning Setup

calculate optimal weights

target output
Learning Setup
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- $x_1$ and $x_2$ vs. time [s]
- $\varepsilon = 5$
- $\varepsilon$ values: 0.2, 1, 5

Graphs show the behavior of $x_1$ and $x_2$ over time with different $\varepsilon$ values.
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- exploitation of the body
- nonlinear and memory
- noise comes from the sensors
- sensors, water and even motor is part of the morphology
- able to produce robust limit cycle
APPLICATION IN SOFT ROBOTICS
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1. Outsourcing computation to the physical body facilitates computation/control

2. High-dimensionality, nonlinearity, compliance, and noise are your friends!

3. Computational exploitation is a way to control soft robots (without “knowing” their body)
Thank you very much for your Attention!

Rolf Pfeifer       Rudolf M. Füchslin     Auke Ijspeert     Wolfgang Maass

Kohei Nakajima     Tao Li
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